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WHAT'S IT LIKE TOWORK WITHAN

AITEAMOF VIRTURL SCIENTISTS?

Emerging ‘co-scientist’ systems use teams of chatbots to mimic the
deliberations of aresearch group. Do they really help? By Nicola Jones

naSunday morningin April, pathol-
ogist Thomas Montine ran one of
the most surreal meetings of his
life. In an online test interface for
a system called the Virtual Lab,
Montine constructed a team of six
artificial-intelligence (Al) charac-
ters, all powered by acommercial
large language model. He gave them special-
ities: he made a couple neuroscientists, one a
neuropharmacologist and another amedicinal
chemist. Then, he asked this virtual labgroup
to examine possible treatments for Alzheim-
er’s disease and discuss gaps in knowledge,
barriers to progress and hypotheses to be
tested — the same questions he hasto consider
ingrant applications.
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A few minutes later, he had a transcript of
their conversation, which ran to more than
10,000 words. Avirtual principal investigator
had kicked things off: “Thank you all for joining
thisimportant meeting.”

Montine, who studies cognitive impair-
ment at Stanford University in California, was
testing an example of an emerging trend in
Al-assisted science: using teams of chatbot
specialists to develop ascientificideaasalab
team might do. The developers of these ‘co-sci-
entist’ systems argue that such collaborative
efforts can help researchers to think through
research hypothesesrapidly, saving time and
—inamore contentious assertion — producing
new and important research ideas.

The most prominent team exploring

this concept comprises researchers at the
technology giant Google, who this February
announced the results of early tests of their
Al co-scientist with researchers! (see also
go.nature.com/3hmxuxm). The team has
opened up the project to a group of trusted
testers as it continues to develop the tool.

Googleisnotalone.Ateamincluding com-
putational biologists at Stanford University
announced its Virtual Lab system in Novem-
berlast year?— aversion of which Montine was
playing with. And agroup based at the Shang-
hai Artificial Intelligence Laboratory in China
proposed a similar virtual-scientist system,
called VirSci, last October?; the researchers
are building it now.

Rick Stevens, a computer scientist at the
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University of Chicago and at Argonne National
Laboratory, bothin Illinois, says that he and
other computationally adept researchers are
creating their own such systems by setting up
Al personas that theninteract. “Imean, every-
body candoit,” he says.

Inmany of these systems, the large language
models (LLMs) involved don’t just bounce
ideas off each other. They also search the
Internet, execute code and interact with other
software tools, making them part of ‘agentic
Al’, afuzzy term that refers to LLMs autono-
mously undertaking tasks, although in prac-
tice there is often alot of human oversight. A
group of Al agents can be woven into a larger
system that can work on high-level problems
for hours without getting distracted or con-
fused, Stevens says.

“It'snotreally fundamentally that different
than having more colleagues, in some sense,”
he says, “except that they don’t get tired, and
they’ve been trained on everything.”

Toexplore whatit’s like to work with a virtual
team, Nature asked a few scientists to trial a
version of the Stanford system and spoke to
some who have used Google’s Al co-scientist.
Does anetwork of chatbots talk like aroom full
of Nobel prizewinners or undergraduates? Are
the ideas they generate nonsensical, boring
and trivial, or smart, valuable and insightful?

Multiple personalities

All co-scientist systems assign roles or per-
sonalities to agents and get them to inter-
act, but the details vary. The Virtual Lab,
built by computer scientist Kyle Swanson
in James Zou’s group at Stanford University
and his colleagues, comes with two default
characters, both (for now) powered by the
LLM GPT-40 from tech firm OpenAl in San

Testing an Al
virtuallab

Selections from the Al-generated output
that researcher Francisco Barriga got back
from the Virtual Lab system he tested.

Principal Investigator

“Thank you all for joining this important
meeting. Our goal today is to identify the
minimal number of distinct type | interferons
to test their role in anti-tumor immunity,
specifically in the context of lung cancer,
melanoma and pancreatic cancer using
C57BL/6 mice. We need to ensure that our
experimental design is both scientifically
robust and ethically responsible, minimizing
the number of mice used while capturing the
relevant biology.

Francisco, California. These characters area
principal investigator and a critic — an agent
told to provide helpful feedback. The user (or
the Al's principalinvestigator) canthenadd as
many agents as they like, of any kind, writing
insimple descriptions for each agent toguide
the characters’interactions. The user chooses
how many turns the agents have to ‘speak’,and
ameeting transcript is produced in minutes.
Theteamis working on waysto train the agents
onliterature thatisrelevant to the characters’
described expertise (as others have done*),
rather than merely telling them to assume
specificroles.
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THESE LLMS ARE
WHAT FIRE WAS
FOR EARLY HUMAN
SOCIETIES.

The Google co-scientist, developed by
Google Deep Mind’s Alan Karthikesalingam
in London and Vivek Natarajan in Mountain
View, California, and their colleagues, is an
extension of the researchers’ work on Al that
is specialized in biomedicine, including the
LLM Med-PaLM.

In contrast to the Stanford system, the
Googletool doesn’t let users assign scientific
specialities to agents. Instead, agents have
predefined specific functions: idea gener-
ation; reflection or critique; evolution of
ideas; determining the proximity of ideas to

To guide our discussion, here are some
initial thoughts and questions:

1. Sequence divergence. Understanding which
type | interferons are most sequence-divergent
is crucial. This will help us select candidates
that are likely to have distinct biological
functions. | would like to hear from the
Computer Scientist about any bioinformatics
analyses or databases that could help us
identify these divergent interferons.

2. Role in tumor and immune cells. We need
to gather evidence on how these interferons
influence tumor progression or immune
modulation. The Immunologist and

Cancer Biologists can provide insights

from the literature and any previous
experimental data.

3. Mouse model. Selecting the right mouse
model is vital for our experiments. We need to
ensure that the model accurately reflects the

reduce duplication; ranking; and meta-review.
These six agents are powered by Google’s LLM
Gemini2.0.

Users prompt the system with a few
sentences, including a goal and a desired
format for output. They can choose to add
background information, such as relevant
papers. The agents collaborate to tackle the
problem and search the Internet, then spit out
asummary reportthatcanbetensorhundreds
of pages long. “The co-scientist is like asmart
scientific partner, capable of seeing the obvi-
ous and non-obvious connections in a sea of
research,” says Natarajan. “We hope to give
scientists superpowers.”

Like all LLMs, the models powering these
agents sometimes hallucinate, making up text
that canbewrong. But havinga criticorjudge
in a multi-agent conversation tends to weed
outthings that don’t make sense, says Stevens.
Besides, he adds, hallucinations can be useful
for creative processes such as thinking outside
of the box during brainstorming, as long as
experts check that the output makes sense.

Thereis evidence that the multi-agent strat-
egyimproves output, compared with chatting
to just one Al agent or bot. For instance, Zou
has found that adding a critic to a conversa-
tionthat used GPT-40 bumped up the model’s
performance score by a couple of percentage
points on graduate-level science tests, and
improved its answers in test cases, including
designing radiotherapy treatment plans®.

Google tested its Al co-scientist system
to see whether human experts preferred its
multi-agent answers over content produced
by alone chatbot’. The experts rated the nov-
elty and impact of the ideas generated by the
co-scientist systemslightly higher than those
generated by Gemini 2.0 or OpenAl’s ol.

human condition we are studying. | would
like input on whether the C57BL/6 strain is
the best choice and if there are any specific
considerations we should be aware of.

4. Experimental conditions. Finally, we
need to design the experimental conditions.
This includes deciding on control groups,
treatment groups, and any other variables.

| would like the Scientific Critic to help us
ensure that our design is rigorous and that
we are considering all necessary controls.

Let's proceed with each team member
providing their insights on these points. We'll
start with the Computer Scientist, followed
by the Immunologist, Cancer Biologists and,
finally, the Scientific Critic. After each round
of input, I'll synthesize information and ask
follow-up questions as needed.”

See go.nature.com/4recf2t for Barriga’s
input and more Al-generated responses.
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Some research has even delved into the
optimum number of agents and rounds of dis-
cussion. Computer scientist Nanqing Dong at
the Shanghai Artificial Intelligence Laboratory
and his colleagues, who are building the VirSci
system, say that they see peak creativity witha
team of eight agents each taking five turns to
converse®. Swanson says that in his experience,
adding more than three specialists often just
leads to “wasted text”, and more than three
rounds of conversation sometimes sends the
agents off on atangent.

Brightideas

Stanford University medical researcher Gary
Peltz, who often uses Al in his work, was one
of the first testers of the Google Al co-scien-
tist. He wanted to use it to find drugs to treat
liver fibrosis. Because the Al system was still
indevelopment, he sent his query to aninter-
mediary at Google. His prompt read: “Develop
hypotheses about the genes and epigenomic
changes required for myofibroblast genera-
tioninliver fibrosis and indicate what drugs
should we test as new treatments for liver
fibrosis.” It also included some paragraphs of
detailed backgroundinformation. He got the
report back about a day later.

After some preliminaries, the reportbegins
“We propose a novel hypothesis...” then
works its way to concluding: “This research
could have a profoundimpactonliver fibrosis
research and therapeutic advancement.”

“When I read it, I literally fell off my chair,”
says Peltz. He had just written a grant pro-
posal focused on the importance of epige-
netic changes in liver fibrosis, and the Al had
targeted the same theme for its proposed
therapeutics.

The Al co-scientist suggested three drugs,
and Peltz came up with two more (all of which
are already approved to treat other condi-
tions). Google paid Peltz to help accelerate
lab testing, and over the next few months,
Peltz’s lab tested all five drugs in its human
organoid model. Two of the Al's three sug-
gestions showed promise for promoting liver
regeneration and inhibiting fibrosis®, whereas
neither of Peltz’s worked out.

Theexperiencelefthimimpressed, he says:
“These LLMs are what fire was for early human
societies.”

Other liver researchers, however, say that
the Al's suggestions for drugs were neither
particularly innovative nor profound. “I per-
sonally think they are pretty common sense,
not much insight really,” says Shuang Wang,
whoworksonliver disease at the Icahn School
of Medicine at Mount Sinai in New York City.
Google’s Natarajan counters: “Sometimes
things look obvious in hindsight”.

Peltz says he was “particularly struck by the
factthatitdidn’tprioritize the things thatI pri-
oritized”. For the most promising drugin the
Al'scandidatelist, called vorinostat, he could
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find only two papers in PubMed that relate to
itsusein treatingliver fibrosis. His choices had
many more hits, making them seem like more
obvious candidates. Headds that reading the
Al report was similar to his discussions with
postdocs. “They have a completely different
perspective on things than I would,” he says.

Stilted conversations

The code for Stanford’s Virtual Lab is availa-
ble onthe developer platform GitHub, but the
team haswhipped up asimplified, private web
interface for testers who don’t have the com-
puter-science chops to deal with code. This
interface differs a little from the full system,
says Swanson, but the experience is roughly
the same.

Inthe paperintroducing the Virtual Lab?, an
Al team tackled designing biological compo-
nents that could stick to a particular variant
of the coronavirus SARS-CoV-2. In the first of
aseries of lab meetings mediated by human
researchers, the Als chose to focus on nano-
bodies (smallantibody fragments) and selected
four candidates to tweak. The researchers then
asked the Al team to pick some existing soft-
ware tools to redesign those nanobodies, and
tasked specific Alagents with writing computer
codetoassessandranktheresults. The process
designed 92 nanobodies, of which2 didindeed
bind to the SARS-CoV-2 variant in lab tests.

au

WILLIT BEA
GAME CHANGER IN
MY DAY-T0-DAY?
| DOUBT T

The researchers whom Nature asked to try
out the Virtual Lab didn’t go as far as to con-
duct suggested experiments or get their Al
teams to write code. But they still found the
Al helpful. Montine, for example, says his Al
team did a great job of synthesizing the cur-
rentknowledge (atask that other LLM systems
canalso handle well) and wrote answers to his
grant-application questions with aplomb. “It
went further thana postdocwould onafirsttry
of writing a grant, and it only took like 2 min-
utes,” he says. “And itis a hoot to use.”

Another tester, cancer-genome researcher
Francisco Barriga at the Vall D’HebronInstitute
of Oncology in Barcelona, describes himselfas
abiochemist by training and a mouse model-
ler and genome engineer by choice, with zero
coding skills and little experience with Al. He
wentinto the trial hesitantly, suspecting thathe
wouldserveasakind of non-tech-savvy control.

Barriga tasked the Virtual Lab with

designing mouse-model experiments to test
specific biological compounds, knownastype
linterferons, for their ability to affect tumours
or immune cells while using a minimal num-
ber of mice —atopic that he knows inside out
(see ‘Testing an Al virtual lab’). The Al team
suggested exactly what he would have done,
Barriga says: it chose “the right models, the
right experiments”.

Still, Barriga says he feels like something
essential is lacking. “It definitely doesn’t feel
likehumans are behind this.” The Alagents take
turns, often ‘speaking’ in numerated lists, and
areneverrude, interruptive or argumentative.
“It’s missing some of those leaps of intuition
that you’ll get from a random conversation
withsome, I don’tknow, plant biologist, over a
coffeeat3 p.m.inarandomhallway.” He could,
of course,add a plant biologist —oraquantum
physicist, or anyone at all — to his Virtual Lab
group, but hasn’t tried that yet.

“Maybeit’s good tobounceideas off. But will
itbeagame changerin my day-to-day? Idoubt
it,” Barriga says. He adds that the system might
be something his PhD students could consult:
“Ifthey ever runinto trouble and 'mtoo busy,
maybe I'mreplaceable.”

Broader insights

Athirdtesterapproached by Nature, Catherine
Brownstein, is a geneticist who works on
orphandiseases at Boston Children’s Hospital
in Massachusetts, and has more experience
with Al tools. She says that she uses LLMs for
speed, efficiency and to broaden her thinking.
But she cautions that users typically have to
beexpertssothattheycanspoterrors—inthe
past, chatbots have sent her on time-consum-
ing wild-goose chases, with incorrect paper
summaries forcing her to reread a paper and
itsreferences tobe sureshe hadn’tgot things
wrong. “You have to kind of know what you're
talking about, otherwiseit’s really easy to get
completely led astray,” she says.

However, when Brownstein used the Virtual
Lab to critique a paper she was writing, she
was startled — and grateful —when the Al sug-
gested that she ask the patients where they
felt the research should go next. This had not
occurred to her, although she says it should
have. “lwasembarrassed,” she says. “I stopped
and stared for afull minute, because I was just
like, ‘Oh my God.How did I get so far away from
my original passion of having patient-focused
and -centred research?””

A simple checklist — or achat with afriend,
chatbot or even a bartender — might have
led to the same insight. Yet, she says, none of
her colleagues who had read her paper had
thought to mention it. “It was actually a very
humbling moment.”

Stepping sideways
For tissue engineer Ritu Raman at the
Massachusetts Institute of Technology in
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Catherine Brownstein cautions that research expertise is still needed when using chatbots.
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Cambridge, the value of Google’s Al co-scien-
tist was to help her to step outside her usual
focus. Raman and her colleagues had found
that when healthy muscle cells are exercised,
they help neurons to grow faster and farther’.
She wondered whether this result might be
interesting to, say, someone studying motor
neuron disease (amyotrophic lateral sclerosis)
—aneurodegenerative disease in which failing
neurons have downstream impacts on mus-
cles. Perhaps, she thought, thereis anupstream
effect from the muscles back to the neurons.

Google’s co-scientist came up with alist of
20 experimental approaches to investigate
possible links. Some were related to proce-
dures that Raman had no expertise in, such
as genetics or protein folding. But one sug-
gested protocol was more familiar: she could
take some of the signalling molecules secreted
by healthy and by affected muscle cells and
feed them to a dish of motor neurons, to see
whether the molecules from healthy cells were
better at promoting neuron growth. Again,
Google paid for her torunthe experiment; the
work is ongoing.

Raman could have come up with this proto-
col herself, but she says the co-scientist gave
her confidence that she wasn’t making a mis-
take, or simply repeating others’ work, in an
unfamiliar area.

Another person asking the same query
and getting the same results might have run
a different experiment, she adds, or picked
up on adifferent insight in the Al response.
“The interpreter is just as important as the
algorithm,” Raman says.

The novelty debate

In announcing its co-scientist, Google said
the system had helped researchers to come
up with “novel predictions”. As the reaction

to Peltz’s experience suggests, some scientists
question just how novel they are.

Asimilar discussion arose when microbiol-
ogistJosé Penadés at Imperial College London
and his colleagues tested the Google system®,
They fed the Al co-scientist a detailed ques-
tion about bacterial evolution and asked it
to come up with hypotheses. One paper the
researchers included as background was a
2023 study by the group about how a type
of mobile genetic element (a chunk of DNA
that caninfect other cells) moves around by
stealing the tails of bacteriophages, which are
viruses that infect bacteria. Researchers had
assumed that the elements would only hijack
tails lurkingin the same cell as themselves. But
the Al system proposed that they could steal
tails from elsewhere.

Thisidea hadn’tbeen published anywhere,
and it went against established thought at the
time. But Penadés and his team had privately
already come to the same conclusionthrough
unpublished experiments, so they knew that
theideawasright.

The Al system “made an obvious corre-
lation” from the work it had been fed, says
Penadés, but that should still count as a suc-
cessfulnew hypothesis, he says. “It’s very good
atjoining the dots in an unbiased way.”

Current co-scientist systems, like other
LLM products, seem to be time-saving
devices that can trigger insights by remind-
ing users of things they had forgotten, kick-
ing their brains into new modes, stating the
obvious, flagging up background informa-
tionthey hadn’t previously seen or suggest-
ing particular paths. Only time will tell how
often this process throws up truly new and
useful ideas.

“The real proof, for us, are the real-world
results,” says Natarajan, referring to the lab

validation of the ideas in both Penadés’ and
Peltz’s studies.

To the future

For now, multi-agent LLM systems designed to
help scientists with lab-meeting style reports
arenotreadily availablein easy-to-use formats.
But Stevens expects that plenty of tech-savvy
researchers and big tech firms will build sys-
tems with components aimed at different
research needs, such as literature review or
experiments. In May, the start-up firm Future-
Housein San Francisco, California, announced
an autonomous Al discovery system, which
it said combines a number of specialized Al
modules to both review the literature and
then suggest and design experiments (see
go.nature.com/4df9gms). Stevens expects
that researchers will try giving co-scientists
evenmore agency by coupling themto robotic
systems in automated labs.

In many ways, playing with these mul-
ti-agent systems feels like chatting with any
LLMinterface. But some of the testers said the
systems seemed to think more deeply, which
might have to do with the training regimen
of a particular LLM or with the benefits of
multi-agent systems in general.

Still, none of the researchers Natureenlisted,
nor any designers of the systems, felt that Als
could or should take over from people: theidea
isnottoreplacelabworkers, but toassist them.
Allfeltthat the adoption of LLMsintoideagen-
erationand experimental designisasinevitable
as the adoption of Internet searches into sci-
ence. Butthey differed inwhether they felt the
results would be dramatic or always beneficial.

If young scientists take shortcuts by using
LLMs, that could, for example, undermine
their learning processes, says Stevens. “I feel
we’re outsourcing a lot of our thought pro-
cess,” says Barriga — including the fun part of
coming up withideas.

In future, argues Peltz, science is likely to
end up with abounty of good Al-generated
hypotheses developed with or by co-scientist
LLMs —and the main limitation will be getting
the funding to test them all.

Nicola Jones is a freelance journalist in
Pemberton, Canada. Additional reporting by
Richard Van Noorden and Elizabeth Gibney.
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